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• At work:

• "Jack of all trades – master of none"

• Fullest stack architect you've seen for a while

• Software: Design / implement / run in production

• Data

• At home:

• Nerd / geek / coder

• Open-source aficionado

• Hacker

• Blogger

• Fixer-upper

• Wrangler of many things

Who am I and what I do
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Setting up the scene
About observability
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In field of software development, Where is observability located at



What is an observability platform?
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Principal tasks of an Observability platform
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Monitor Detect Act

Observability platform



Major
players
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Magic 
Quadrant for 
Observability 
Platforms
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Demo – taking a looksie on an observability platform web gui

• A randomly selected SaaS product:
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build
or
purchase
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Problem Statement
Cost

The monitoring tool 
was expensive 

without justifying 
its value

Manual Processes
Many monitoring 
tasks, including 

scaling, were manual

Underutilization
Pre-built features did 
not align with specific 
organizational needs, 

leading to their 
underutilization

Inflexibility
The old monitoring 

system was not 
adaptable to 

changing needs
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The build
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Development Objectives

Scalability Configurability Easy access 
to data

Real time 
insights into 

immediate 
actions



The Build – collecting telemetry
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Open telemetry collector

• Aka. OTelCol

• https://opentelemetry.io/docs/collector/

• https://github.com/open-telemetry/opentelemetry-collector-releases/
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The Build with azure services
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• Azure Monitor

• Monitor Workspaces

• Linked Grafana Workspaces

• Azure Monitor pipelines (preview)

• Azure Application/Container/VM/Network 
Insights

• Azure Log Analytics

• Integral part of Insights

• Azure Native New Relic Service

• Managed New Relic, integrates easily, single bill

• Azure AI Metrics Advisor

• Monitor to monitor the monitors

• Azure IoT Hub

• Analyze with Stream Analytics

• Visualize with PowerBI / Grafana

• Ingesting Kafka-style

• Event Hubs (Kafka v1.1)

• Event Grid (HTTP / MQTT)

• Service Bus

• Applicable Storage

• Azure Data Explorer

• Azure Synapse Analytics

• Analytics

• Azure Stream Analytics

Azure services for
monitoring and alerting
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M-files proof-of-concept
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Poc result
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The Build with Microsoft fabric
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Fabric?
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Timeline – how Fabric rti became to exist
• -14: Snowflake GA

• -15: Databricks GA

• Nov -16: Azure Application Insights GA

• Kusto aka. KQL GA

• Feb -19: Azure Data Explorer GA

• May -23: Fabric public preview

• Nov -23: Fabric GA

• May -24: Fabric Real-Time Intelligence GA

• Oct -24: Data Activator public preview

• ?? -??: Data Activator GA
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Fabric real-time intelligence
reference architecture
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M-files observability architecture
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Fabric real-time dashboard demo
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Punchline – how did it go?
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Current status - Development objectives

• Scalability 

• Configurability

• Easy access to data

• Real-time Insights into immediate actions

• Operating cost
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Current status - cons

• Fabric is new – really, really new

• Level of knowledge, understanding and support needed

• Getting Data Activator to work

• Boosting KQL performance

• Fabric is not really an observability platform

• Lacks basic features present in market leaders

• Operating cost

• Consumption of Fabric Capacity Units is a lottery

• Based on max. requirement, rest goes to "No Value Club"
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Future – what now?
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• Maintenance mode

• Support stakeholders

• Keep improving and experimenting with Data Activator



Key takeaways

1.  Don't build your own observability platform

– unless you have to!

2.  For any secondary data:

Fabric-first,

others if Fabric doesn't cut it for you

3.  Give it a go!
Fabric PoC yields quick results
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Thank you!

Questions?
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http://www.m-files.com/

